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1. Executive Summary 
The purpose of this document is to submit comments regarding the inclusion of cross-agency 
interoperability and collaboration as a fundamental capability of a Public Safety Mobile Broadband 
Network (PSMB). 

A summary of the major points made in this document regarding this capability are: 

1. The public expects and First Responders need a PSMB network to provide this capability. 

2. This need goes beyond just voice/LMR/MCPTT interoperability – this cross agency need is also 
present for video sharing, text messaging, location sharing, and file/data sharing. 

3. Agencies must be able to share their existing communication and data systems without requiring 
the buildout of new expensive systems. 

4. Agencies must be able to interoperate without giving up control of their systems, i.e. maintain 
their sovereignty. Agencies will be less willing to participate in this PSMB - provided capability 
if it requires them to cede control of their systems. 

5. This capability must be available even in disconnected operations and during regional 
disasters/outages. 

6. This capability must be able to interoperate with non-PSMB agencies as well since incidents do 
not respect network boundaries. This capability should seamlessly bridge communications within 
agencies and between agencies regardless of whether those agencies are operating on the PSMB 
network or any other network. 

7. Mutualink has developed and fielded a proven solution that meets all of these requirements. This 
system is operational worldwide including several American FirstNet Band14 BTOP 
deployments. 

 

  



 

  

2. Introduction 
Today, work is well underway on determining both the PSMB capabilities and a model for financial self-
sustainability of the network.  However, there does exist a substantial gap between the public’s 
expectations of what a PSMB network will accomplish if and when it’s rolled out and what might be 
currently being planned as deliverables. The public, as represented by the Australian Federal Government 
believes that a PSMB network is the antidote for the issue of first responder mission critical 
communications and interoperability.  The Government believe that when first responders show up at an 
incident scene they should be able to communicate with disparate groups and have access to any 
additional data that would assist in resolving an issue.  According to the Productivity Commissions Draft 
Report radio networks will be the predominate on-scene, mission-critical voice communication for the 
foreseeable future.  This disconnect between the public’s expectation of what the PSMB network will 
deliver into the foreseeable future will likely result in a disappointed and frustrated public, particularly 
with the billions of dollars being allocated to the network.   

However, perhaps the reason that an expectation gap exists is because of the definition of interoperability 
that is being put forward by the Productivity Commissions Draft Documents:   

1. The ability for the capability to:  

a. be nationally interoperable, within and across agencies and jurisdictions 
b. operate in both metropolitan and regional Australia 
c. integrate voice communications that are traditionally carried on narrowband networks 
d. maintain integrity and security of communications  
e. ensure accessibility, priority and sufficient capacity for PSAs, particularly during periods of peak 

demand and during a localised incident 
f. be resilient and maintain continuity of service including under adverse operating circumstances 
g. consider the sustainability of arrangements in the context of rapidly changing technology and 

increased demand, including convergence of voice and data services 
h. be cost-effective, in terms of both capital and operating cost 
i. be nationally available by or before 2020, and 
j. be compatible with a variety of end-user devices. 

 

So, how do we fill the gap between public expectations and the current state of the proposed deliverable?  
Perhaps by slightly modifying the definition of interoperability that a PSMB network is trying to achieve 
in order to meet the public’s expectation and easily close the gap.  

Let’s start by looking at some additional definitions of interoperability that are relevant to a PSMB 
network.    

  



 

  

There exist many definitions of interoperability, but here are three relevant ones: 

1. Network Interoperability, Regionalized networks communicate and allow for the flow of 
communications traffic among them through a centralized or regionalized core(s). 

2. Device Interoperability, an enabled device (radio, smartphone, tablet PC, video surveillance 
systems) that works in one part of the country will work in other parts of the country. 

3. Agency interoperability, Agencies can share multimedia enabled communications with other 
agencies both in and out of region and within LTE and on other wired and wireless networks such 
as existing mission critical radio networks and accessing other media types not provisioned on 
LTE networks (e.g. video enabled on terrestrial IP). 

As we move forward the future of the PSMB network appears to be focused solely on how to deliver a 
PSMB network in the most cost efficient way. But will these decisions meet the public expectation of the 
PSMB network by facilitating interoperable communications among agencies on LTE and other networks 
inside and outside their regions.  

If the PSMB network solution is to deliver agency interoperability, and not just device and network 
interoperability, then will it meet the core of public expectations? 

If, for a moment, we contemplate the complexity of actually achieving broad-based, multimedia, national, 
agency interoperability that the public expects, shouldn’t this capability be core to the architecture?  How 
will an LTE device communicate with an LMR device within an agency?  And still more complicated, 
how exactly will LTE users from different agencies communicate?  What if those agencies also are using 
LMR?  Simply placing devices within agencies on the same xxx MHz broadband network will not 
achieve agency interoperability.  Look at all of the agencies on P25 systems that can’t communicate, and 
this is only voice, what about video, data and telephony interoperability? 

Furthermore if we uses definition of interoperability in the draft documents then the PSMB network could 
easily become a silo unto itself and do little to achieve the national policy goals; how will all of these 
complex inter-agency communications occur?   

The government’s goal of delivering a PSMB network may be slightly off the mark.  Perhaps a goal of 
having first responders actually adopting a broadband network would get us closer to the desired end.  
First responders will not be compelled (forced) to join the network; the network must be competitive from 
all market perspectives including price and usability and capabilities.   

However another critical attribute that must be present is trust.  Will first responders trust the model 
chosen by government and the organization tasked with running such a network, not only from a 
reliability and resiliency perspective, but also from a sovereignty and security perspective?  The 
complexities that emerge from a single silo security model and the credentialing and access that go along 
with that has yet to be successfully accomplished in the scale that would be necessary for an interoperable 
national broadband network deployment.  An alternative multi-domain security scenario could greatly 
simplify cross agency credentialing with individual agencies only being credentialed for their resources.  
Agencies could then “push” those resources across the network to other agencies to accept versus the 
more cumbersome and burdensome pull model traditionally attempted.   

There is a compelling argument for the existence of a gap between the public’s expectation and PSMB 
network planned (as described in the draft documents and other publically available sources) capabilities.   

Next we will provide some proven and elegant solutions to those gaps. 

   



 

  

 

3. Silos and Security Domains 

3.1 The Interoperability Problem 
Every agency has private communications systems, data systems, etc. These systems are administered 
within the agency for security purposes, i.e. limiting access to internal personnel. In addition, these 
systems are necessarily isolated from similar systems in other agencies due to the very real need for 
securely controlling access to the systems and the data within. These isolated systems are called silos in 
some contexts. 

Although silos are necessary constructs for maintaining agency sovereignty and control, they have a 
significant disadvantage when multiple agencies need to work together at incidents or events. This mutual 
response requires agencies to share information and communications to be effective in working together. 
It is in these situations where silos present an obstacle to the required collaboration. 

Therefore this split personality of silos reduces to: 
• Silos = Security Domains = Good for security. 
• Silos = Communication Islands = Bad for interoperability. 

 
Figure 1 – Silos throughout a community 



 

  

3.2 So Build a Bigger Silo? 
Faced with the problem of such siloed systems needing to seamlessly interoperate, a common response is 
to build a bigger silo, hoping to eliminate the silo problem entirely. However, the problems with this 
approach are: 

1. All silos have boundaries. Bigger silos may reduce the number of boundaries, but they do not 
eliminate the fundamental problem. 

2. Silos are not all-encompassing. Even within a silo footprint, only certain agencies are included. 

3. Once a silo transcends agency boundaries, agencies give up control of their resources to the silo 
owner. 

4. Silos are expensive to build! 

3.3 Goals for Ideal Solution 
So if the answer is not to build a bigger silo, what then are some attributes of the ideal solution? 

1. Recognize that silos will always exist, so don’t fight against them – work with them. 

2. Silos are not only LMR or voice - video, GIS, and data systems have the same problem, so need a 
media-agnostic solution. 

3. Enable “selective” information flow between silos. 

4. Ensure security with access control and encryption. 

5. Maintain sovereignty of owning agencies. 

6. Enable ad-hoc sharing under control of on-scene agency personnel. 

  



 

  

 

3.4 A Distributed Approach to Bridging Silos 
Given the above goals, one solution is to selectively and securely bridge existing silos together, as 
depicted in the following diagram. 

 
Figure 2 - Bridging Silos 

Important aspects of this solution: 

1. In each silo, gateways (“GWs”) are connected to the communication and data systems that the 
owning agency wishes to share with other agencies. Types of gateways can include LMR, 
voice/telephony, video, GIS, and generic data gateways. 

2. These gateways are then connected to one or more IP networks that allow the gateways to 
communicate with each other (either directly or through proxies). 

3. The gateways may be controlled by authorized users whether they are within the owning silo or 
remote within the inter-connecting networks. These users direct what information from the 
gatewayed systems should be shared to which other gateways and users. 

4. This is a distributed system in which the gateways may communicate directly with each other. No 
central servers or switches are required to enable this interoperability; such central control points 
would introduce undesired third-party control and therefore loss of sovereignty by the various 
agencies. 

 



 

  

3.5 Recommendations 
It is recommended that any PSMB network include a distributed silo bridging capability to enable cross-
agency interoperability while maintaining the sovereignty of each agency. 

 

4. Cross-Agency Sharing Models 

4.1 Centralized Security Model 
The PSMB network would have a specified a centralized enterprise architecture security model including 
a federated ICAM (Identity, Credential, & Access Management) system. This is appropriate for resources 
meant to be perpetually shared between many agencies (e.g. AFP data). 

However, for agencies to share their private communication and data systems with other agencies to 
enable interoperability, this implies that they would need to connect those potentially sensitive systems to 
the PSMB network centralized security infrastructure. This would mean a loss of sovereignty by those 
agencies and most likely a significantly lowered (or absent) willingness to interoperate those systems on 
the PSMB. 

The sections below describe two different types of cross-agency sharing models. 

4.2 The Centralized PULL Sharing Model 
This model uses an access control database to control who can access particular communication systems 
and data systems within an agency. If someone from another agency requires access to a system, the 
access control database must be modified to allow this access so that they can directly access the system. 

A sample workflow for sharing using the PULL model: 

1. Agency A is accessing private media/data. They 
wish to share this with on-scene agencies B,C. 

2. The agency admin adds the desired agency B,C 
members to the access control DB for the desired 
data. 

3. The agency B,C members may then access (PULL) 
the data directly from the source system. This 
assumes a secured connection to the data is available 
and they have the appropriate application(s) 
installed. 

4. When the sharing is no longer required, the admin 
must remove the members from the database. 

  



 

  

Although this model is perfectly appropriate for a single security domain utilizing an enterprise security 
architecture, it has significant drawbacks when used for cross-agency sharing. 

a. Other agencies now have direct access to private and potentially sensitive communication and 
data systems. Although access controls can generally determine which types of data these 
members may access, the appropriate level of granular access control is frequently provisioned 
incorrectly especially in times of urgent need. 

b. It requires an administrator to re-provision the access database to grant access. This introduces an 
additional delay when seconds could count. Furthermore, an appropriate administrator may not be 
available when needed. 

c. To access the private systems, other agencies would first need connectivity to those systems, 
presumably through a VPN to that agency. Additionally, if specific applications are required to 
access the private system, other agencies would need to have those applications installed. 

d. For on-scene systems, someone with appropriate administrative training must be present to 
modify the access control database as needed. 

4.3 The Dynamic PUSH Sharing Model 
This model uses a fundamentally different paradigm than the PULL model. The primary assertion of this 
model is that an agency member with access to private agency systems should be enabled to share 
selective information directly with other agencies as needed. In this way, agency members effectively act 
as “sharing gateways” to information or media from their private systems.  

A sample workflow for sharing using the PUSH model:  

1. Agency A is accessing private media/data. They wish 
to share this with other on-scene agencies B,C. 

2. Agency A creates a Dynamic Sharing Group with the 
desired agencies B,C. 

3. Agency A then shares (PUSHes) the desired media/data 
to agencies B,C. 

4. When the sharing is no longer required, Agency A 
simply removes the media/data from the Dynamic 
Sharing Group. 

Note that in this model, agencies B,C never have direct access 
to the data source, therefore agency A remains in complete 
control of their data at all times. 

  



 

  

To fully meet the cross-agency sharing needs of first responders, these Dynamic Sharing Groups should 
have the following attributes: 

a. Anyone can create a group and invite others into the group; others then accept or reject that 
invitation. No central administrative actions are required. 

b. Groups can span multiple local and remote networks. 

c. Groups can be ad-hoc (created on-demand) or long-term (exist until all members leave). 

d. Groups do not require specific infrastructure to be present, i.e. the capability exists even in 
disconnected modes. 

e. Each member can push any form of media/data to the group, each member then decides which 
media/data they wish to consume. 

f. All media/data is end-to-end encrypted. 

 

 

 

4.3.1 PUSH Model Examples 
 

Shown here is an example of the PUSH model applied to a Video 
Management System (VMS). Since video feeds can be 
potentially sensitive information, it may not be desirable to give 
other agencies direct access to the VMS. 

In this example, a member of Agency A determines which video 
feed(s) need to be shared with other agencies and pushes just 
those feeds to the appropriate agencies. 

 

 

 

Shown here is an example of the PUSH model applied to LMR 
systems. In this example, multiple agencies are sharing their 
LMR systems to each other in the same Dynamic Sharing 
Group so this effectively creates a talk group patch. 

In this example, the members of each agency determine which 
talk group needs to be shared with (patched to) other agencies 
and shares that talk group to the group. 



 

  

 
4.4 Recommendations 
It is recommended that the PSMB include a Dynamic Sharing Group capability to enable cross-agency 
interoperability while maintaining the sovereignty of each agency. 

 

 

5. Network Connectivity Considerations 
Given that multi-agency interoperability and collaboration are critical functions for first responders, it 
follows that this capability should ideally be available in all situations regardless of the wide-area network 
connectivity present. 

5.1 Availability Goals 
Goals for the availability of multi-agency interoperability in various network conditions include: 

1. The capability should be available at incident scenes with little or no wide-area network 
connectivity. 

a. The capability should be included in MCUs and LTE deployables. 

b. The capability may be included in tactical kits brought to the scene by various agencies. 

c. If the capability is present in multiple components (e.g. tactical kits, MCUs, deployables) 
at an incident scene, the components should be able to seamlessly interoperate to provide 
an all-compassing capability across all components. 

d. The capability should be made available to devices that connect to on scene equipment 
using a wired network, WiFi, or LTE. 

  



 

  

2. As wide-area connectivity becomes available, the on-scene capability should expand to make any 
newly-connected agencies available for interoperability as well. 

3. The capability should be available to all agencies connected to the PSMB network. 

4. The capability should also span agencies connected to networks other than the PSMB network 
such as commercial LTE, Public Safety Enterprise Networks (PSENs), and the Internet. 

5. In cases of widespread network outages due to natural disasters, etc., the capability should have 
regional and/or local fallback if the PSMB network data centers are not reachable. 

 

 

5.2 On-Scene Interoperability 
The following diagram shows an example of how on-scene interoperability could be achieved to meet the 
above goals. 

 
Figure 3 - On-Scene Interoperability 

Note that in this diagram the SOW portion is optional; if not present the Incident LAN components 
continue to provide interoperability locally. 

 

 

 

 

 

 

 



 

  

5.3 Full Scale Interoperability 
The following diagram shows how interoperability between all components and networks could be 
achieved to meet the above goals. 

 

 

 
 

 

5.4 Recommendations 
It is recommended that the PSMB network include the capability of resilient cross-agency interoperability 
across a wide variety of network topologies and conditions. 

  

PSMB 
Network 

P
S
M
B
N 

Triple 000 
network 

PSMBN 
Apps Server 

  



 

  

6. Statement of Mutualink Capabilities 

6.1 Current Production Status 
The Mutualink solution is currently deployed live in hundreds of Federal, State and Local public safety 
and critical infrastructure agencies throughout the USA and overseas jurisdictions. It is being used 
operationally in day-to-day operations as well as local and regional incidents to interoperate and 
collaborate between many disparate agencies.  

Mutualink has also deployed solutions incorporating Band14 in fixed sites, LTE deployables and tactical 
nodes (MCUs) which are currently operational in several BTOPs.  (Click link here). Example deployment 
pictures are attached in Appendix A. 

The capabilities described in this section are available in our current product; the specific mechanisms 
described are used in either our current production version or a pre-release version. 

 

6.2 Fundamental Components 
There are several types of fundamental operational components in the Mutualink system: 

• Gateways. These devices connect to various communications & data systems that agencies wish 
to share or interoperate with other agencies. 

• User Applications. These software applications are the primary user interface to the system and 
allow authorized users to control gateways as well as communicate directly with other users. 

• Thin-client Servers. These server-side applications are used by thin-client user applications to 
gain the full functionality of thick-client user applications. 

• Network Functions. These applications and devices help inter-connect and bridge between 
disparate IP networks and security domains. 

6.2.1 Media and Resource Gateways 

 
Gateways allow any communication or data system to be shared with and interoperate with other 
agencies. A gateway may be a physical device (e.g. when analog interfaces are required) or a logical 
software function (e.g. when only IP interfaces are required). Software gateway functions may reside on a 
small or large scale server platform (either hosted or on premise) or co-exist with a thick-client Mutualink 
user application on a laptop/desktop platform, etc. 

 
 
 
 

http://jerseynet.state.nj.us/resources/pictures/index.html


 

  

Types of gateways available include: 

• Radio Gateway. Interface to analog or digital LMR systems, intercoms, PAs, etc. 
• Video Gateway. Interface to analog or digital video feeds/cameras/systems/wearables. 
• Telephony Gateway. Interface to analog or digital telephony systems, PBXs, PSTN, SIP 

systems. 
• GIS Gateway. Interface to enterprise GIS and AVL systems to provide location and geospatial 

data sharing. 
• Data Gateway. Interface to arbitrary data systems to provide application-specific or opaque data 

connections. 

In some contexts, gateways are also known as NICs (Network Interface Controllers). 

 

6.2.2 User Applications 

 
The user application (“Collaboration GUI”) is the primary user interface to the full suite of Mutualink 
capabilities. Users of this application may communicate/collaborate directly with each other using voice, 
video, text messaging, file sharing, location and geospatial data sharing, and screen sharing. In addition, 
users may direct the operation of Mutualink Gateways that they are authorized to control. 

There are two types of user applications available: 

• Thick Client. This type of application runs on a laptop or desktop platform and has the full set of 
capabilities described above without requiring any server assist. Thick clients can communicate 
directly with other thick clients and gateways on the network in a peer-to-peer mode. 

• Thin Client. This type of application runs on mobile platforms such as smartphones and tablets 
and requires a server-side component to achieve the same functionality as a thick client. For 
example, a thin client cannot directly control a gateway on the network, but it can do so indirectly 
by using a thin-client server. 

One common type of thick client is an IWS (Interoperable Work Station) which is a dedicated secure 
appliance primarily for use as a Mutualink collaboration “terminal”. 
 

  



 

  

6.2.3 Thin-client Servers 
These servers (“Edge Concentrators”) allow thin clients to achieve the same functionality as a thick client. 
Similar to software gateway functions, this server software may reside on a small or large scale server 
platform (either hosted or on premise), a laptop or desktop platform, or a compact embedded platform 
depending on the number of clients desired. 

6.2.4 Network Functions 
There are several network software functions that assist in inter-connecting and bridging disparate IP 
networks and security domains. These functions may run on a variety of hardware platforms, either 
coexisting with other Mutualink software functions (such as thin-client servers or thick clients) or on 
dedicated platforms. 

The types of network functions available include: 

• Network Proxy. This function allows Mutualink components on one IP network to communicate 
with Mutualink components on other IP networks (either local or remote) where IP routing 
between the networks is not available or desired, e.g. behind a NAT or wherever it’s desired to 
maintain network segregation. It achieves this by communicating with a similar Network Proxy 
function on the other networks. 

• Directory Service. This function complements the Auto-Discovery feature (described below) to 
allow Mutualink components/users to publish their availability for other Mutualink 
components/users in situations where the Auto-Discovery feature is not active, e.g. across remote 
non-routable networks. 

6.3 Distributed System Operation 
A fundamental capability of the Mutualink system is that components can operate in a fully-distributed 
peer-to-peer mode. This allows Mutualink components on the same network to function together even in 
the absence of any additional infrastructure, servers, etc. The Mutualink components that are capable of 
direct peer-to-peer communication are gateways, thick clients, thin-client servers, network proxies, and 
directory services. 

6.3.1 Auto-Discovery 
The first step for components to communicate directly with each other is for each component to discover 
the presence of other directly-reachable components on the local network. The Mutualink Auto-Discovery 
feature uses IP multicast to perform this discovery function. Each component multicasts its availability 
and listens for those same announcements from other components; in short time all components will have 
discovered all other local components. 

On the Collaboration GUI, all auto-discovered users and authorized gateways will be automatically 
displayed on the screen so the user may choose to directly communicate with them as desired. 

  



 

  

6.3.2 Direct Communication 
When a user desires to communicate with another user or gateway shown on the screen, they create a 
Dynamic Sharing Group (described later) and simply drag-and-drop that user or gateway into the group. 
This causes an invitation message to be sent directly to the desired component via IP. If the invited 
component is another user, the user will be alerted and asked to accept or reject the invitation. If the 
invited component is a gateway, the gateway will validate the identity and authorization of the inviting 
user and decide whether to accept or reject the invitation accordingly. 

Once an invitation is accepted, all communication (including media and data sharing) is similarly 
performed by direct communication between components. Wherever feasible, standard protocols such as 
SIP and RTP are used for real-time communication between components. 

6.3.3 Example of On-scene Peer-to-peer Interoperability 
Let’s revisit an earlier diagram to illustrate how this is implemented in the Mutualink System. Shown 
below is the example of an on-scene Incident LAN where multiple agencies have brought Mutualink 
gateways to the scene. The PTT Gateway is now expanded to show that included in that gateway is an 
Edge Concentrator thin-client server function as well as a Network Proxy function. 

 
Note that the Radio & Video Gateways, the IWS thick client, and the PTT Gateway components will 
auto-discover each other and communicate directly as needed. Also shown are smartphone thin clients 
that connect to the Edge Concentrator and can then communicate with the other components. 

This example also illustrates basic LTE<>LMR interoperability by virtue of the Mutualink PTT client in 
use on the smartphone coupled with the tactical radio gateways. If instead an infrastructure-based radio 
gateway was used to interface to a P25 ISSI, this would similarly demonstrate P25<>LTE 
interoperability. 

 

6.3.4 Example of Inter-Network Interoperability 
If we now connect that on-scene system via LTE to a SOW, we will illustrate how the distributed 
capability then expands to take advantage of the additional network. 



 

  

 
Due to the new Network Proxy connection, the native LTE thin clients are now able to discover and 
communicate with the components in the Incident LAN. This process may then be repeated for any 
number of inter-connecting networks regardless of the transports used to connect the networks, e.g. wired, 
satellite, microwave, or LTE. 

6.4 Dynamic Sharing Groups 
A Dynamic Sharing Group is a fundamental Mutualink building block for sharing media & data among 
and between agencies; all sharing occurs within such a group. 

When a user creates a new group, two things occur under the hood: 

• A unique encryption key is dynamically generated for the group. All media and data for this 
group will be encrypted with this key. 

• A local IP multicast address is reserved. Since group communications is inherently a many-to-
many operation, IP multicast is used wherever the network allows for the most efficient 
communications and use of bandwidth. 

In some contexts, Dynamic Sharing Groups are known as “Incidents” or “Missions”. 

6.4.1 Group Invitations 
Invitations to Dynamic Sharing Groups are sent using the standard SIP protocol. These invitations are 
sent as secure signed messages so that the identity of the sender can be authenticated and the contents of 
the invitation (including the initial group encryption key and the chosen multicast address) are encrypted 
so that only the intended recipient can decode the message. 

6.4.2 Sharing Media and Data to a Group 
Any member of a group may share arbitrary media & data resources to the group. This can be done either 
directly by the user (e.g. transmitting voice, sending webcam video, text messages, sharing files) or by the 
user directing a Mutualink gateway to share a specific resource from the system it is interfaced to (e.g. an 
LMR talk group or a video feed). 

If the resource being shared is bandwidth-intensive (e.g. audio/video) then an additional local multicast 
address may be reserved similar to the original group address. This way, each member of a group may 



 

  

decide if they wish to use their bandwidth to consume media from that source and enable/disable that 
shared media at will. 

6.4.3 Groups Involving Network Proxies 
When members of a Dynamic Sharing Group span multiple non-routed networks (i.e. Network Proxies 
are in use), the remote Network Proxies may assign a different multicast address for their segment, or 
they may decide that unicast is more appropriate. These “local” address assignments are sent to local 
group members along with the original invitation as well as any subsequent messages. 

6.5 Interoperability with P25, VoLTE, and Mission-Critical PTT 
These capabilities are fundamentally made available simply by using the appropriate Mutualink gateway: 

• P25. Although a P25 donor radio integration is certainly possible and may be the only solution 
for some tactical scenarios, a Mutualink digital radio gateway interfaced to a P25 ISSI offers 
superior quality and capability. When a user adds an ISSI gateway to a Dynamic Sharing Group, 
they are presented with a list of the available P25 talk groups available for interop use. The talk 
group they select will then be bridged to the desired sharing group. 

• VoLTE/MCV. With the appropriate Mutualink digital telephony gateway, a VoLTE system 
could be integrated just as easily as a SIP PBX. Interoperability with other voice & video systems 
would then be achieved by adding a VoLTE “call” to the desired Dynamic Sharing Group. 

• Mission-Critical PTT (MCPTT). Subject to final specification, this could be similar to a 
VoLTE integration if implemented in the IMS infrastructure. Additionally, if tactical MCPTT is 
implemented using a device-to-device ProSe or IOPS approach, the distributed nature of the 
Mutualink system is an ideal fit for interoperating MCPTT talk groups with other local & remote 
voice systems by using a tactical radio gateway at the incident scene. 

6.6 Security 
As this system is designed to share between multiple agencies, security is of utmost importance. To this 
end, the Mutualink system has been designed from the ground up with best-in-breed security features. 

6.6.1 Identity Management 
Identities are used for access control to gateways and for name identification to other users. 

Mutualink’s identity management function uses a standard Public Key Infrastructure (PKI) with X.509 
certificates. An important attribute of this PKI is that it does not require any cloud or centralized 
infrastructure to be present to operate; this makes the PKI ideal for a distributed system that must be able 
to be used in disconnected scenarios. 

An identity certificate may be issued to an individual (using a “name” identifier) or to a device (perhaps 
using a “role” identifier). Each identity cert includes a human-readable identity including the agency 
affiliation and hierarchy. 

  



 

  

 

Each Security Domain (silo) is authorized to issue credentials within their organizational name space. 

• Domains may be authorized via Root CAs or Delegate CAs. 
• Root CAs are added to the trust store with a list of namespaces that are authorized for that CA. 
• Delegate CAs have their authorized namespaces included in their signed CA cert (via X.509 

extension). 

Security Domains may trust each other directly (e.g. Agency A trusts Agency B) or via trust inheritance 
from a larger domain (e.g. Agency A trusts everyone that the PSMBN domain trusts). 

• These trust relationships can have their namespace scope constrained (e.g. I trust everyone that 
PSMBN does except for Agencies X & Y). 

• These trust relationships can have their purpose scope constrained (e.g. I only trust my internal 
CA for gateway access, and other CAs for identification purposes only). 

6.6.2 Encryption 
All media & data within sharing groups is encrypted using dynamically-generated symmetric keys (AES-
256 by default). 

Encryption is performed end-to-end between all members of a sharing group; no infrastructure 
components can snoop on or modify media/data in transit. 

6.6.3 Approvals 
The Mutualink system has been approved by JITC for use on DoD networks. 

  



 

  

7. Example Use Cases 
 

FirstNet, in appendix C-9 has asked for vendors capabilities to be evidenced through the 
demonstration of applicability in User Cases.  Mutualink chose a large complicated Use Case 
(FEMA Type 1: National) and made it even more complicated, because that is how the world, 
and in fact national policy actually exist.  What we attempt to show is representative example of 
some of the Agency interactions, Locations, Media Types, Transport methods (BC 14 and 
others) as a Hurricane hits the east coast.  The storm will force communication interaction to 
build, climax with the destruction of infrastructure forcing the use of deployables, rebuild as the 
storm subsides and finally go into a recovery mode prior to the eventual end of the incident.  As 
you will see Agencies, media types (radio video, data, location) span our entire society, yet they 
will be able communicate in a secure, ad hoc fashion.   
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As you can see it is an almost infinitely complex environment, yet one we helped successfully 
manage during “Superstorm Sandy” below is a screen shot representing one participants view at 
one snapshot in time. 
 
 

 
 

For a brief (12Min) primer on how all of this comes together, please click the link below 
Mutualink Demo . 

 

8. Conclusion 
 

As described in this document, the issue of multi-media, multi-agency and multi network interoperability 
is one of extreme complexity.  This fundamental issue needs to be addressed as a core capability of any 
options chosen for the PSMB network in order to meet the public’s expectations.   The opportunity exists 
now to, at long last, put the nation’s interoperability issues behind us while we bring the nation’s first 
responders much needed broadband capabilities.   

 
 
 

https://www.youtube.com/watch?v=AS14uQpalVc&feature=youtu.be
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Appendix A 
Mutualink in Action 
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