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Public support for science and innovation

Introduction
This submission is a follow-up submission to the previ-
ous IPA submission (sub. 30).  This submission extends 
the comments made in that submission, and comments 
on the Draft Report chapters 3 and 4 (and associated 
appendices).  There is much to agree with in Chapter 3 
of the Draft Report, yet we notice that the Productiv-
ity Commission (PC) itself has not been consistent in its 
own treatment of that material.  This submission high-
lights those aspects of Chapter 3 that are correct, and then 
shows how the Draft Report is inconsistent with Chapter 
3.  This submission also contains two appendices.  First a 
copy of the IPA Backgrounder ‘Back to basics: Why gov-
ernment funding of science is a waste of our money’, and 
second an article appearing in the December 2006 issue 
of the IPA Review, ‘The myths of public science’.

The PC was requested to report on inter alia ‘the 
economic impact of public support for science and in-
novation in Australia and, in particular, its impact on 
Australia’s recent productivity performance’.  In order to 
address this brief and provide a measure of economic im-
pact, the PC has correctly argued it needs to explore the 
rationale for public support of research and innovation 
(R&I).  This it has done in Chapter 3 of the Draft Re-
port.  In Chapter 4, the Draft Report documents empiri-
cal analysis showing the impact of R&D.  This submis-
sion highlights the incongruity between Chapters 3 and 
4.  In short, the Draft Report has committed a TYPE III 
error—it has provided the correct answer to the wrong 
question.

The Question:  
A Critique of Chapter 3
Chapter 3 indicates that public support for R&I ‘should 
be based on clear and credible rationales’.  It is only on 
the basis of a clear and credible rationale that public pol-
icy can be developed, financed and evaluated.  Chapter 3 
spends considerable time developing the arguments that 
underpin a ‘clear and credible rationale’.  The chapter 
concludes that there are five rationales with ‘strong rel-
evance’. These include:

Spillovers from innovation that cannot be captured 
by the innovator and that cannot be realised without 
support.

Intangible factors such as national prestige and na-
tional identity. 

•

•

Inefficient capital markets (with strong caveats).

The asymmetric tax treatment of highly risky invest-
ments.

Problems in information provision.

The Draft Report explicitly rejects indivisibilities, business 
myopia, and Australia’s industrial structure as grounds for 
public support for R&I as being of ‘weak validity’.  Over-
all, and surprisingly, Chapter 3 concludes with Draft Find-
ing 3.1 ‘There are strong rationales for the provision of public 
funding support for science and innovation’.

As we argue below, only one of those five rationales 
for public support of R&D is appropriate.  The last two 
rationales are, at best, an argument about government 
failure.  The Draft Report itself places so many caveats 
around the inefficient capital markets argument that it 
is clear that the PC itself does not believe the notion of 
inefficient capital markets to be valid.  The intangible fac-
tors argument is extremely weak.  National prestige should 
never be an argument for government intervention.  On 
this basis, Australia should invest in aircraft carriers or a 
space program, indeed any white elephant project can be 
said to provide ‘national prestige’.  A related argument is 
the notion that Australia should undertake R&I as part of 
an international moral obligation.  This argument is also 
dubious, but in any event, the terms of reference require 
the PC to report on the economic impact of public support 
for R&I.  If there is no impact other than national prestige, 
or the resolution of a moral obligation, then the PC should 
clearly state that conclusion.

The Draft Report correctly indicates that only ‘mar-
ginal spillovers matter’.  As the Draft Report indicates ‘if 
the private returns are above the required rate, then the 
investment will proceed regardless of the magnitude of any 
spillovers. In such inframarginal projects, subsidies would 
have no effect on whether the investment is made, and no 
matter how big spillovers were, there would be no case for 
public support’.  The Draft Report then proceeds with the 
comment, ‘So spillovers are only a relevant rationale for 
public support when including their impact would change 
the decision about whether to proceed with an investment.’  
These comments are entirely correct.  Yet there is no evi-
dence that these comments have informed the discussion 
in the latter empirical work, or evaluation of public R&I.  
The PC here is indicating that the existence of spillovers 
are a necessary but not sufficient justification for public in-
tervention.  Over the next few pages the Draft Report also 
indicates that spillovers may be illusory.  This is all correct.  
Yet, the Draft Finding 3.1 suggests strong theoretical sup-
port for public R&I while the chapter itself indicates that 
these rationales are weak, or highly qualified.

•

•

•
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The Empirics:  
A Critique of Chapter 4
Overall Chapter 4 contains an excellent summary of 
the extant literature on the impact of R&D.  I cannot 
fault the material in the chapter.  It is not clear, however, 
how the literature review relates back to the materials in 
Chapter 3, nor how it addresses the Terms of Reference.  
Draft Finding 4.1 indicates, ‘Taking account of multiple 
sources of evidence, the Commission considers that there are 
significant positive economic, social and environmental im-
pacts from publicly supported science and innovation.’  It is 
not clear, however, that this is what the chapter actually 
reports.  Indeed, as the Draft Chapter indicates, ‘The ag-
gregate economic impacts of R&D are usually assessed by 
examining the effects on productivity of R&D stocks as a 
whole. A link then needs to be made between the size of 
these aggregate effects and the likely impacts from R&D 
stimulated by public support’.  The empirical analysis 
undertaken in the chapter shows a high return to R&D, 
but it does not measure the incremental returns to public 
R&I.  Figure 4.1 sets out a breakdown of Multifactor 
productivity into various components, yet the material in 
the chapter does not ever establish the exact amount of 
the ‘truly additional’ R&I that would be undertaken.

Chapter 4 shows that the returns to R&I are high.  
This is well known.  Chapter 4, however, does not fully ex-
plore the returns to public R&I.  In particular, the Chap-
ter ignores a 2003 Organisation for Economic Co-opera-
tion and Development study.  The OECD investigates 
The Sources of Economic Growth in OECD Countries and 
reports a positive and statistically significant relationship 
between overall R&D and economic growth, and also 
between private R&D and economic growth.  There is, 
however, a statistically significant negative relationship be-
tween public R&D and economic growth.

The OECD report expresses some surprise at this re-
sult, suggesting that more sophisticated estimation tech-
niques or more complicated analysis may reverse the un-
favourable result for public R&D. The OECD, however, 
does not actually perform that exercise and concedes, ‘at 
face value [the results] suggest publicly performed R&D 
crowds out resources that could be alternatively used by 
the private sector, including private R&D. There is some 
evidence of this effect in studies that have looked in detail 
at the role of different forms of R&D and the interaction 
between them’.  Clearly, those studies that show a posi-
tive relationship between all R&D and private (business) 
R&D and economic growth (or productivity) are incom-
plete. In order to justify public expenditure on R&D, a 
positive relationship between public R&D and economic 

growth must be found.  Chapter 4 has failed to provide 
that linkage and has failed to follow-up on the notion 
that it is marginal spillovers that are important.

Conclusion
The Draft Report is a disappointing document.  In many 
respects it reflects a conflict at the heart of government 
intervention in this area.  R&I adds value to firms and 
society at large.  There is a theoretical argument for mar-
ket failure—yet in practice it is not clear how, or when 
government intervention adds value to R&I activities.



Back to Basics
Why government 
funding of science 
is a waste of 
our money

Professor
Sinclair 
Davidson

Institute of Public Affairs
IPA Backgrounder, Sept 2006, Vol. 18/4



�

Institute of Public Affairs

The Author
Sinclair Davidson BCom (Hons), MCom (Wits), PhD (RMIT) is Professor of 
Institutional Economics in the School of Economics, Finance and Marketing 
at RMIT University. He is a regular media commentator. His research interests 
currently lie in property rights and institutional economics. He has authored or 
co-authored over 50 academic articles and 45 op-ed articles. Sinclair lives in Mel-
bourne with his wife, four children, two dogs, and a large mortgage.

Foreword

From the Author

Table of Contents

Executive Summary

Introduction

Institutional Background

Research and Development as a Public Good

When Should Government Fund Activity?

The Cost of Public Funds

The Returns to Public Research

Can government pick winners?

How Much Public Funded Research Should There Be? 

Spillover And Market Failure: The Standard Economic Analysis

Conclusion

Technical Appendix

References

2

2

3

4

5

5

6

7

8

9

11

11

11

13

14

17

Table of Contents

The Institute of Public Affairs
The Institute of Public Affairs is an independent, non-profit public policy think 
tank, dedicated to preserving and strengthening the foundations of economic and 
political freedom.

Founded in 1943, the Institute has an exceptional reputation as the leading 
Australian political think-tank, and remains at the forefront of the political 
process, defining the contemporary political landscape.



Back to Basics: Why government funding of science is a waste of our money

�

Executive Summary
The Commonwealth Government expects to spend up to $6 Billion on public 
research this fiscal year.  It is not unreasonable to investigate the return the com-
munity will earn on that massive expenditure.  Indeed, in March of this year, the 
Productivity Commission was commissioned to investigate this very point.  David 
Murray, Future Fund Chairman, has argued that no observable link exists between 
publicly funded research and productivity growth and economic gain.  Yet, he has 
called for a boost in publicly funded research.  Economists also argue for increased 
public funding of research.  They imagine massive market failure in research and 
development.  Indeed, standard economic theory predicts that the private sector 
would undertake no research at all.  One is reminded of the old economic saw, 
‘That’s all very well in practice, but could never happen in theory’.  Just because 
economists can imagine a theoretical market failure that does not imply that real 
markets actually fail.

This paper investigates the basic economic argument for public investment 
in research and development.  The Allen Consulting Group has argued the return 
to public research could be as high as 50 percent.  If this were true, the govern-
ment should invest our entire GDP in public research.  Of course, it isn’t true; 
the returns to public research are lower, much lower, than generally argued.  Due 
to the deadweight costs of taxation, the costs of public research are much higher 
than generally believed.  In all likelihood, public expenditure on research would 
crowd-out private expenditure.  Using the work of three Nobel Prize winning 
economists, I show the standard economic analysis supporting public expenditure 
on research is fundamentally and methodologically flawed.

Each of the stepping-stones in the case for publicly funded science is flawed:

R&D is not a public good.
The cost of public funds is not lower than the cost of private funds.
The returns to public science are low.
Governments have a poor track record of picking ‘winners’.
Publicly funded R&D has a negative impact on economic growth.
Economists are unable to explain how spillovers occur, or how valuable these 
spillovers are.

The notion that throwing an infinite amount of money at public research will 
somehow, at some time, automatically lead to some benefit is a myth.  The gov-
ernment spends a substantial amount on public science and innovation.  It is not 
clear that any substantial benefit is derived from that expenditure.

•
•
•
•
•
•
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Introduction
1

James M Buchanan has posed the question, ‘What 
goods and services should a community supply publicly 
through political-government processes rather than pri-
vately through market processes?’2  The Australian gov-
ernment provides many goods and services to the com-
munity—it expends up to 31 per cent of GDP.  This 
paper investigates whether government should fund 
science.  Funding in this sense could be direct, or in-
direct (using subsidy).  An apparently strong economic 
argument exists to support the public funding of science.  
Science, the argument goes, has public good characteris-
tics and would be under-provided by the market.  Any-
one can use knowledge, once created; consequently the 
producers of science cannot earn a return for their ef-
forts and would do less science than is socially optimal.  
Economists generally agree: market failure exists and 
government can easily correct that failure and increase 
the amount of science.  Because economists can imagine 
a theoretical market failure that does not imply that real 
markets actually fail.

On close inspection the economic argument for 
public science is not strong.  The standard analysis rests 
on a series of unexamined assumptions.  Each of these 
assumptions will be considered and each shown to be de-
fective.  First, this paper shall discuss the notion that sci-
ence is a ‘public good’.  Second, we discuss the question 
of when government should finance science, or any other 
activity for that matter.  Third, the paper examines the 
standard ‘spillover’ argument used to justify government 
funding of science.  In each instance we shall see that the 
arguments for government funding are either over-sold, 
or simply false.  In many instances effective government 
funding of science would require the government to have 
information or foresight that others do not, and cannot 
have.  Therefore, the government should do less rather 
than more.

Institutional Background
The Commonwealth expects to spend 2.78 per cent of 
its budget on science and innovation in 2006-07.  This 
constitutes nearly six billion dollars.  Figure 1 shows the 
relative allocation of funds for 2006-07.  Approximately, 
$2.2 billion will be expended on the higher education 
sector, while $1.4 billion will be spent on the CSIRO, 
defence, and other federal R&D agencies.

Public expenditure on R&D constitutes almost half 
of Australian gross expenditure on R&D.  Figure 2 shows 
a time series of R&D expenditure since the late 1970s.  
Private R&D has grown substantially since that time, 
from less than what the government spends to double 
that amount.  This is not entirely due to R&D tax con-
cessions introduced in the mid-1980s.  The Productivity 
Commission has investigated the growth in private R&D 
and argues that the acceleration in business R&D pre-
ceded the introduction of tax concessions by two years.3 

Major Federal 
Research Agencies
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Figure 1: Commonwealth Expenditure on 
Science and Innovation 2006-2007

Source: Adapted from Budget Papers
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The question, of course, is to what extent this money 
is well spent?  Should government be spending anything 
on R&D?  What basis is there to believe that public money 
should be expended on R&D?

Research and Development as a 
Public Good
In a famous 1962 paper, Kenneth Arrow argues that mar-
kets will fail in the face of three factors; indivisibility, inap-
propriability, and uncertainty.4  He then argues that ‘inven-
tion’, which he defines as the ‘production of knowledge’, 
suffers from all three conditions, and therefore the market 
will underinvest in basic R&D.5  The first point to note is 
that Arrow is very specific: the market will underinvest in 
basic R&D, not all R&D.  The second issue relates to what 
exactly constitutes an ‘underinvestment’?  This question is 
quite important.  How much more should be invested in 
R&D?  In this regard Richard Romano6 is worth quoting 
in full: ‘In the frictionless perfectly competitive market, 
with no barriers to the use of information, the market will 
provide no R&D investment’ (emphasis added).  The third 
point, of course, is to ask whether Arrow is correct in his 
classification of R&D?  We defer discussion of the second 
point.

Goods and services with Arrow’s characteristics are 
usually described as ‘public goods’.  Public goods have 
two characteristics: they are non-excludable (indivisible) 
and non-rival (inappropriable).7  Geoffrey Brennan argues 
these two properties are independent of each other.8  Ex-
cludability relates to the ability of person x preventing per-
son y from consuming a good or service.  Rivalry relates 
to person x’s consumption reducing person y’s ability to 
consume the same good or service.  These two characteris-
tics are plotted in the figure below.  Whether a product is 
rival or non-rival is largely a function of the characteristics 
of the product and, to a lessor extent, technology.  Exclud-
ability will depend on property rights, and technology.

Each of the four quadrants in the figure shows differ-
ent combinations of rivalry and excludability.  Pure public 
goods are both non-rival and non-excludable, while pure 
private goods are rival and excludable.  The tragedy of the 
commons occurs when goods are rival but non-excludable.  
This paper shall argue R&D is excludable, but not rival.

Many discussions about R&D activity implicitly as-
sume that R&D is a pure public good, or that the tragedy 
of the commons prevails.  The tragedy of the commons is 
often described as an ‘open-access’ property rights regime.  
In this type of arrangement anyone can use a resource, 
but cannot exclude anyone else using the same resource.  
Examples of the tragedy of the commons include fishing 
grounds in international waters and traffic congestion.  
The argument goes that private firms would not undertake 
R&D simply because their competitors would immediate-
ly copy the output and the originator of the R&D would 
not earn a return.  This argument, however, is not about 
rivalry, but about excludability.  The tragedy of the com-
mons ‘reflects the unwillingness or inability of the govern-
ment, society, or current users to introduce and enforce an 
effective system of control’ over access to resources.9  There 
is no serious suggestion that R&D activity constitutes a 
tragedy of the commons.  Property rights to intellectual 
capital exist and are enforced by the courts.  For intellectu-
al property there is no tragedy of the commons.10  Indeed 
R&D may well have exactly the opposite problem.

Intellectual property, as defined by economists, is not 
scarce.  While creative ability is scarce, intellectual proper-
ty once created is not scarce.  Sir Arnold Plant argues that 
intellectual property rights (such as copyright and patents) 
are a ‘deliberate creation’ of statute in order to create scar-
city as opposed to alleviate the consequences of scarcity.11  
Without property rights in their creations, creators would 
be unable to profit from their activity.  By providing a 
monopoly right to their creative endeavour, the legislature 
provides an incentive for creative activity.  Economists 
tend to be hostile towards monopolies.  In the case of 
intellectual property, however, this situation is said to be 
desirable as the creation of scarcity (restriction of supply) 
allows the creator to earn a profit from their creation.  John 
Stuart Mill is clear on this point: ‘The condemnation of 
monopolies ought not to extend to patents, by which the 
originator of an improved process is allowed to enjoy, for 
a limited period, the exclusive privilege of using his own 
improvement. This is not making the commodity dear for 
his benefit, but merely postponing a part of the increased 
cheapness which the public owe to the inventor, in order 
to compensate and reward him for the service.’12  Mill, 
however, also concedes, ‘that the present Patent Laws need 
much improvement.’13  One hundred and fifty years later, 
that comment remains apposite.
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Monopoly always causes economic distortion, and 
patents and copyright are no different.  In recent years 
the demand for intellectual property right protection has 
increased quite dramatically.  Adam Jaffe and Josh Lerner, 
for example, have written how legislative changes in the 
US lead ‘to an alarming growth in legal wrangling over 
patents. … [T]he patent system—intended to foster and 
protect innovation—is generating waste and uncertain-
ty that hinders and threatens the innovative process.’14   
Following the adoption of the free trade agreement with 
the US, copyright protection in Australia has increased 
substantially in line with that in the US and EU, from 
the life of the author plus 50 years, to the life of the au-
thor plus 70 years.15 

In summary, R&D is non-rival (i.e. it is not a pure 
private good, nor does the tragedy of the commons oc-
cur), but can be excludable.16  The legal system operates 
well in this regard—indeed, the argument is that the le-
gal system is ‘over-excluding’ at present.  That may well 
be the case.  For my purposes, however, the argument is 
simple; most R&D activity does not fall into the defini-
tion of being a pure public good.  While I do not deny 
that pure public goods exist, I do believe them to be rare.  
In other words, the case of R&D is not a good fit to 
the theoretical literature on market failure.  Keith Pavitt 
argues that the ‘publicness’ of R&D is a mistaken appli-
cation of theory, and displays an ignorance of empirical 
evidence.  He states, ‘Risk aversion, low or zero marginal 
cost of application, and the difficulties in appropriating 
benefits have become standard explanations for the pub-
lic subsidy of science. … Over time progressively fewer 
references have been made to the empirical evidence, and 
more to the standard theorems of welfare economics. 
Whilst it might be advantageous in the economics class-

room to assume that basic science is instantly applicable 
and easily transferable, … such assumptions are empiri-
cally invalid, and have effectively restricted debate.’17

When Should Government Fund 
Activity?
In this section, I will set out the principles as to when the 
government should fund any activity and will use R&D 
as an application.

Adam Smith set out the type of activity the govern-
ment should fund as follows: ‘… though they may be in 
the highest degree advantageous to a great society, [they] 
are, however, of such a nature, that the profit could never 
repay the expense to any individual or small number of 
individuals’.18 It is easy to misinterpret this quote.  Smith 
is not saying government should fund any and every 
loss-making project in society.  Publicly funded activi-
ties must be ‘advantageous to a great society’, yet be un-
profitable to the private sector.  The second criterion has 

already been discussed—the project must have public 
good characteristics.  In this section, I discuss Smith’s 
first criteria—the notion that the activity is ‘advanta-
geous to a great society’.

The figure below sets out private and public returns, 
and also shows the costs of private and public funds.19  
Any private project with an expected return greater than 
the cost of private funds will be undertaken and financed 
by the private sector.  Similarly, any public project with 
an expected return greater than the cost of public funds 
will be undertaken and financed by the public sector.  
Those projects with expected returns less than the pri-
vate cost of funds and less than the public cost of funds 
should not be funded.  In order for the public sector to 
finance a particular project, two conditions must be met.  
First, the project must provide a public good, and sec-
ond; the project must provide a return greater than the 
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cost of public funds.
In principle, this may appear to be uncontroversial.  

Three very important questions arise.  To what extent is 
R&D a public good?  I have already suggested that most 
R&D is unlikely to have pure public good characteristics.  
What is the cost of public funds?20  What is the return to 
publicly funded research?

The Cost of Public Funds. There are, at least, two 
components to the cost of public funds.  First, we must 
consider the cost of those funds if the project were under-
taken by the private sector.  Second, we must consider the 
‘deadweight cost’ of taxation.  In other words, the cost of 
public funds is equal to the cost of private funds (for a 
project of similar risk and duration) plus the deadweight 
cost of taxation.  The notion that government funding is 
‘cheaper’ than private sector funding is simply wrong.21  
Well-known techniques can be employed to establish the 
cost of private funds—indeed, second-year undergradu-
ates are taught these techniques.  To establish the costs 
of public funds, we need to gross-up the private costs for 
any given public project by the deadweight cost of taxa-
tion.  Alex Robson surveys the literature on the estimated 
deadweight costs of taxation.22  Estimates in the US for 
the deadweight loss on personal income tax are as high 
as 200 per cent.  Similar estimates for Australia are in the 
order of 19 to 65 per cent.  That means that the public 
cost of finance is equal to the private cost grossed up by 
a factor of between 1.19 and 1.65. For example, if the 
private cost for a particular project were 20 per cent, the 
public cost would be between 23.8 per cent and 33 per 
cent.

The Returns to Public Research. In 2003, The Allen 
Consulting Group undertook an analysis of Australian 
Research Council funded research.23  As part of that re-
port, the Allen Consulting Group estimate the return to 
public science in Australia is 25 per cent, while the re-
turn to ARC funded return could be between 39 and 50 
per cent.  This return is not particularly high—especially 
considering that the deadweight cost of taxation may be 
quite large and the private cost of capital for R&D may 
be very high.  In order to demonstrate the fragility of es-
timates of the returns to public R&D, I discuss the Allen 
Report estimates in some detail.24

The Allen Report uses two techniques in estimating 
the ARC return these being a ‘top-down’ approach, and 
a ‘bottom-up’ approach.  The top-down approach results 
in an estimate of 50 per cent, while the bottom-up ap-
proach results in an estimate of 39 per cent.  The calcula-
tion of these returns are extremely generous, and worthy 

of some discussion.
The top-down result is based on the following logic: 

R&D contributes to increases in productivity, which in 
turn contributes to economic growth.  R&D contrib-
uted to half of the increase in productivity (which in 
turn contributed to 40 per cent of economic growth over 
the nineties).  The R&D contribution can be broken up 
into a foreign, private, and public component.  Public 
R&D makes up 25 per cent of the total R&D contribu-
tion, and consequently accounts for 12.5 per cent of the 
increase in productivity.  This implies a social return of 
about 25 per cent to publicly funded R&D.  The Allen 
Report then assumes ARC funded research to be twice as 
productive as all other public R&D, increasing the ARC 
return to 50 per cent.25  The rationale for doubling the 
ARC return over the overall public return is highly ques-
tionable.  The Allen Report indicates that citation studies 
show higher citations to ARC funded researchers than 
non-ARC funded research.  There is, however, a selection 
bias in this argument.  Academic track record is a highly 
weighted component (40 per cent—the single largest 
component of the selection criteria) of the ARC selection 
process—by definition, highly cited academics are more 
likely to receive funding.  In a footnote, we see the fol-
lowing argument: ‘investigator initiated research such as 
that funded by the ARC may not be orientated towards 
generating outcomes … [but] it must be noted that it is 
the quality of research, rather that its explicit orientation, 
that is the key predictor of eventual value and that the ARC 
produces higher than average outcomes in terms of re-
search quality measures.’26  

The Allen Report, however, provides no evidence to 
support this claim.  This is a common argument, and 
may well be true.  Yet there are, at least, two consider-
ations that mitigate against this view.  First, Gordon Tull-
ock demolishes the notion that ‘pure science is somehow 
superior to applied science.  This feeling, paradoxically, is 
usually justified by claiming that the long-run results of 
pure research are apt to be of practical value. … In fact, 
the general argument rests on something like an optical 
illusion.’27  In modern terms, Tullock identifies look-back 
bias and survivor bias as the sources of the ‘optical illu-
sion’ that pure science is superior to applied science.  In 
other words, we take an existing product and trace its 
antecedents.  Unsurprisingly, modern products are based 
on a large number of historical discoveries.  What we do 
not know, however, is what proportion of historical dis-
coveries is in use today.28  It may well be the case that 
most historical knowledge is in use, however, it is equally 
likely that little of the historical record is being used.

A second assumption that requires examination is 

�
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the notion that all R&D drives economic growth.  This 
is a generally accepted approximation.  The Allen Re-
port relies on ‘OECD research’ in their analysis.29 In 
2003, the OECD published an official report into ‘The 
Sources of Economic Growth in OECD Countries’.30  
As part of that analysis the OECD investigates the im-
pact of R&D on economic growth.31 Specifically, they 
disaggregate R&D into a private and public compo-
nent.  As expected there is a positive and statistically 
significant relationship between overall R&D and eco-
nomic growth, and also between private R&D and eco-
nomic growth.32 In contrast to the usual assumption, 
and in particular the Allen Report argument, there is 
a statistically significant negative relationship between 
public R&D and economic growth.   The OECD re-
port expresses some surprise at this result, suggesting 
that more sophisticated estimation techniques or more 
complicated analysis may reverse the unfavourable re-
sult for public R&D.  Indeed, that may be the case; 
conversely until that analysis is actually performed we 
cannot know what the outcome will be.  As the OECD 
concede, ‘at face value [the results] suggest publicly-
performed R&D crowds out resources that could be al-
ternatively used by the private sector, including private 
R&D.  There is some evidence of this effect in studies 
that have looked in detail at the role of different forms 
of R&D and the interaction between them.’   In con-
trast to the Allen Report’s view that public R&D has a 
social return of 25 per cent, with the ARC in particular 
having a 50 per cent return, the OECD reports that 
publicly funded R&D has a negative return.

The Allen Report also has a ‘bottom-up’ calculation 
for the benefits of public R&D and the ARC.  What 
they do here is identify the channels whereby publicly 
funded R&D can positively impact the economy and 
society at large.  The following table sets out a summary 
of these channels and the ‘measured’ benefits.33 

Category of Benefits Measured 
Benefits

Building the basic knowledge stock 10.0%

Generation of commercialisable 
intellectual property

3.0%

Improving the skills base 12.5%

Improved access to international 
research

7.5%

Better informed policy making 6.0%

Health, environmental and cultural 
benefit

Not Measured

The Allen Report simply adds all these benefits to 
arrive at a ‘measured benefit’ of 39 per cent.  The first 
caveat they introduce is that these benefits may accrue 
over time, in particular 4 to 10 years.  Thirty-nine per 
cent return over four years is not impressive (8.58 per 

cent pa), a similar return over ten years even less impres-
sive (3.34 per cent pa).  Even at face value, a 39 per cent 
return over 4 to 10 years is unimpressive—especially 
when compared to 50 per cent (presumably per annum) 
in the top-down analysis.34  Bear in mind, the Allen Re-
port indicated that ARC funded research is likely to be 
more valuable than other publicly funded research.

As already argued, the return for building the stock 
of basic knowledge is usually over-stated.  In other 
words, the 10 per cent return may not be conservative at 
all.  The Allen Report looks to the link between patents 
and science to show the value of building the stock of 
basic knowledge.  In my view, this really demonstrates 
the generation of commercialisable intellectual knowl-
edge—the next channel they investigate.  The Allen Re-
port relies on a 2000 consulting report, commissioned 
by the ARC and CSIRO, and performed by CHI Re-
search, Inc.35  This report shows that Australian patents 
(issued in the US) rely heavily on Australian generated 
basic knowledge with 95 per cent of the cited papers 
written by individuals employed at public institutions.  
Seventy-four per cent of the papers that acknowledge 
financial support were supported by public agencies.36  
Figures such as these seem to indicate that Australians 
are making huge, and highly valued, contributions to 
basic knowledge.  The CHI report, however, provides 
additional information, ‘Australian patents heavily cite 
Australian scientific research, the world’s patents do 
not.’37  Australian patents over-cite Australian basic Source: Adapted from The Allen Consulting Group (2003, pg. 6)

Many of the 
arguments made 

in the Allen 
Report are part 

of the mythology 
that surrounds 

public research.
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knowledge by a factor of ten, while the rest of the world’s 
patents under-cite Australian basic knowledge by half.  
In other words, either Australian patent holders are very 
parochial, or basic knowledge in Australia is Australian 
specific.  Overall, however, the ten per cent return to this 
channel appears generous.

By only ‘measuring’ a three per cent return to com-
mercialisable intellectual property, The Allen Report ad-
mits the ARC does not perform well in this area.  Bear 
in mind, however, that the evidence for the generation 

of basic knowledge and commercialisable intellectual 
property is almost identical.  The Allen Report in this 
instance has specific information about successful organi-
sations (although they do not deduct the lost value of 
unsuccessful organisations) and the inputs the ARC have 
made.  Yet the return from all this success is only 3 per 
cent.  Consider, in that area where specific valuation data 
exist, the return to public science is shown to be low, but 
where specific valuation data do not exist, or are vague, 
the returns are large.

Improving the skill base has the single largest return 
of 12.5 per cent to the ARC and publicly funded science.  
To be fair, improving the skills base is likely to be a valu-
able function—yet it is not clear whether the argument 
supports public funded science, publicly funded univer-
sities, or publicly funded students.  The Australian Bu-
reau of Statistics’ Innovation in Australian Business report 
shows that employing a new graduate is the single largest 
technique innovating firms use when acquiring knowl-
edge from an Australian university.38   Yet, again, the 12.5 
per cent is likely to be generous.  The Allen Report es-
timates the wage premium to post-graduate studies, and 
adjusts for the ARC contribution to those studies.  Yet, 

they do not adjust for the difference in premiums to PhD 
and Masters degrees, or for the difference in premiums in 
business and science graduates.  Nor do they consider the 
‘actual employment history of students’, or the potential 
career paths students may follow.  All up, the 12.5 per 
cent return is likely to be overestimated.

Improved access to international research may well 
be very important.  One of the OECD working papers 
cited by the Allen Report estimated the impact of foreign 
R&D to be very high relative to domestic R&D.  Austra-
lia is a small open economy, and access to international 
R&D would be very important.  But, again, it is not clear 
whether this is an argument for public funding of science, 
or public funding for universities, or public funding for 
students.  Indeed, it is not clear that this constitutes an 
argument for public funding at all.  The Allen Report 
states, ‘The ‘free-rider’ strategy is simply not viable in the 
long term’, but does not amplify on this comment.39   By 
definition, Australia will always be a ‘free-rider’ on foreign 
technology and science.  On the other hand, Australian 
patent application over-cite Australian research, in that 
sense then Australia is not free-riding—although despite 
this, the CHI Report indicated Australian performance 
to be ‘fair to middling’.40  The Allen Report ‘measures’ 
a return to international access at 7.5 per cent.  This is 
based on an ARC self-reported multiplier effect of 2.5.  A 
multiplier of this magnitude is huge, so again the 7.5 per 
cent return is likely to be overstated.

Finally, the Allen Report ‘measures’ a six per cent re-
turn to improved policy decision-making.  The ARC has 
funded economic research that has fed into, and poten-
tially improved, political decision making.  Perhaps.  The 
Allen Report identifies a number of projects that may 
well have improved political decision-making, yet even 
if these projects did yield a 6 per cent return, what of 
those projects that yielded nothing?  Similarly, should we 
deduct the negative returns from political decision mak-
ing that have not followed the advice given by the ARC 
funded research?

Overall, the Allen Report’s bottom-up analysis of 
the returns to ARC funded research is overstated at best, 
and just wrong at worst.  The returns are ‘guesstimates’ 
and based on conjecture and speculation.  In fairness to 
the Allen Report, many of the arguments they make are 
part of the mythology that surrounds public research, yet 
the estimated returns are hugely overstated.  It is worth 
repeating, in that area where the data are hard, the esti-
mated return to commercialisable intellectual property is 
low.  In any event, 39 per cent over 4 to 10 years is not 
particularly high.  Furthermore, the top-down approach 
is wishful thinking at best, and contradicted by OECD 
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research showing the contribution of publicly funded re-
search to economic growth to be negative.  A return of 50 
per cent to ARC funded research is not plausible, neither 
is the notion of a 25 per cent return to all publicly funded 
research.

Can government pick winners? It is difficult for the 
private sector to pick winners, let alone the public sector.  
Edwin Mansfield and others investigated 220 R&D proj-
ects in the late 1960s.41  Forty per cent of these projects 
were technically incomplete. Of the remaining projects, 
45 per cent were never commercialised.  Of those that 
were commercialised, 60 per cent did not earn a posi-
tive economic return.  In other words, only 13 per cent 
of R&D projects (in the sample) resulted in a profitable 
product.  In a later study Mansfield and others report the 
probability of commercial success to be 27 per cent.42  In 
a more recent study, Thomas Astebro examined a sample 
of 1,091 Canadian inventions.43  Of these inventions, 75 
were commercialised and reached the market.  The aver-
age return was 11.4 per cent, however, the median return 
was negative seven per cent.  In other words, a small pro-
portion of inventions (six) had extremely high returns, 
while most had low or negative returns.  It is difficult to 
believe that the public sector would be any better in pick-
ing winners—indeed it would be likely that the public 
sector would be worse.

The ability of the public sector to choose winners rel-
ative to the private sector is investigated in a recent paper 
by Arthur M Diamond Jr.44  He investigates citations to 
chemistry papers published in Science in 1985.  Presum-
ably enough time has elapsed for the ‘true worth’ of these 
papers to be established and those that have more cita-
tions are likely to be more valuable than those with fewer 
citations.  He pays particular attention to the source of 
research funding for these papers.  His empirical analy-
sis shows that research funded by private donors is more 
important than that funded by government.  Diamond 
states, ‘the most straightforward interpretation is that 
private funders are more successful than the government 
at identifying important research.’45  The conclusion that 
we can draw from this research is that it is difficult for 
anyone to ‘pick winners’, but the private sector is rela-
tively better at doing so than the public sector.

How Much Public Funded Research Should There Be? 
In this section, I have made two arguments.  First, the 
cost of public funds is higher than many people (includ-
ing economists) think.  The public cost of research funds 
is equal to the cost of private funds, grossed up by the 
cost of raising those funds.  A lot of public funding is 

aimed at very risky projects (the Allen Report, for exam-
ple, states ‘the ARC tends to fund high-potential research 
at the early, riskiest stages of the innovation process’46), 
implying that the cost of private equity would be rea-
sonably high.  The second argument is that the returns 
to public science are a lot lower than many people (es-
pecially economists) think.  In conclusion, many public 
research projects are likely to be in the ‘Nobody should 
fund’ quadrant, and fewer projects are likely to be in the 
‘Public Funding’ quadrant.  There may well be projects 
that should be publicly funded; however, the burden of 
proof needs to be greater than at present.  Currently, it 
seems that the only criteria for public funding is that the 
private sector will not fund the project.  Two criteria need 
be meet for public funding of R&D.  First, the project 
must produce a public good that is both non-rival and 
non-excludable, and the return must exceed the cost of 
public funds.

It is important, however, to remember that govern-
ment may be a consumer of research.  The discussion has 
to a large extent looked at the situation where government 
funds research for the sake of research.  Government may 
also fund research for the sake of making better public 
policy decisions.  For example, government may have a 
legitimate interest in understanding the impact of water 
usage patterns on the environment.  In this situation, the 
government could put a research project out to tender 
just as any other consumer of research would do.  There 
is, however, a huge difference between government fund-
ing research to answer questions it would like answered, 
and government providing funding for research on the 
basis that research is under-provided by the market.

Spillover And Market Failure: 
 The Standard Economic Analysis
The standard economic argument for government sub-
sidy is the existence of positive externality, or spillovers.  
This notion is the appropriability concept discussed 
earlier.  The benefits of R&D are appropriable, but are 
not entirely appropriable.  To the extent that an inno-
vator cannot appropriate 100 per cent of his invention, 
the argument goes, there will be an underinvestment in 
R&D.47  The ‘solution’ to this underinvestment is a gov-
ernment subsidy, or tax concession.

In the standard economic analysis, an innovator sets 
the R&D benefit equal to the R&D cost and makes the 
appropriate investment.  The complication comes in 
when we consider that ‘spillovers’ drive a wedge between 
the total R&D benefit and the benefit he can appropri-
ate.  This wedge can be called the spillover ratio.  This ra-
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tio reduces the profitability of the investment and so the 
innovator invests less.48  Government intervention can 
increase the profitability of R&D by creating temporary 
monopoly, or by reducing costs, and so increase R&D 
investment back to its ‘optimal level’.  This standard 
economic analysis can be found in many first or second 
year economics texts.  William Baumol has estimated the 
size of the spillover gap to be as high as 80 per cent—he 
suggests this figure may be ‘a very conservative figure’.49  
Charles Jones and John Williams calibrate a theoretical 
growth model and estimate underinvestment to be two to 
four times current R&D investment.50  This latter figure 
implies US gross domestic expenditure on R&D should 

increase from (about) $291 billion to $1.167 trillion.51  
Similarly Australian gross expenditure would increase 
from (about) $13 billion to $52 billion.  Of course, a 
suggested increase of this magnitude leads to the ques-
tion as to whether those funds can be feasibly reallocated 
from their current usage to R&D projects?

There are, however, conceptual problems associ-
ated with the standard economic analysis.  Some of these 
conceptual problems relate to the degree of abstraction 
in the analysis while other problems are more method-
ological.  The abstraction problems relate to the type of 
firms under discussion and the institutional environment 
they operate in.  Furthermore, the analysis is silent of the 
type of investment being undertaken.  For example, are 
the firms under discussion operating under conditions 
of perfect competition, or do they have some degree of 
market power?  If firms do have market power then there 
may be an over-investment in R&D.52  In any event, 
what type of investment are we talking about?  Most 
R&D projects end in commercial failure.  Should we in-

clude or exclude investments that fail?  The implicit as-
sumption that many economists seem to make is that all 
R&D activity is valuable even if it is not profitable.  As I 
argued above, this proposition is only true under limited 
conditions.

The first set of methodological problems relate to the 
notion of social benefits, and the second set relate to the 
costs of R&D and the choices made by innovators.  The 
standard economic analysis begins by assuming the inno-
vator knows the total R&D benefit and then deducts that 
portion that will spillover and cannot be appropriated.  
Similarly, the government can simply add back the spill-
over and estimate the totality of the R&D benefit.  This 
notion, however, runs foul of the uncertainty associated 
with R&D.  Arrow wrote that uncertainty is one of the 
factors that lead markets to fail.  While uncertainty does 
not imply that decisions cannot be made, it does suggest 
that ex ante it is difficult to specify the benefits of R&D 
to a particular product let alone society at large.  As Rich-
ard Nelson indicated, ‘External economies result from 
[the fact] that research results often are of little value to 
the firm that sponsors the research, though of great value 
to another firm …’.53  Yet, we are invited to believe the 
innovator is able to correctly identify all the benefits from 
R&D.  As Gordon Tullock has indicated, ‘Any decision 
on how much should be invested … necessarily depends 
on a guess as to what now-unknown information will be 
discovered by the investigation.  Such guesses are hard to 
make, and we certainly do not put much dependence on 
them.’54  In describing the benefits to R&D, both private 
and public, we encounter Hayek’s information problem, 
‘how to secure the best use of resources known to any of 
the members of society, for ends whose relative impor-
tance only these individuals know.’55  As argued earlier, it 
is possible to establish the benefits of R&D after the fact, 
but this type of analysis relies on look-back bias and data 
snooping.  It is difficult for an innovator to estimate their 
own return to R&D in advance, let alone that for soci-
ety at large.  Furthermore, as Hayek indicates, it is im-
possible for government to estimate the societal benefits 
from R&D in advance.  All that economists can say is 
that an innovator, in the hope of earning a given return, 
undertakes a research project.  At the time of making the 
decision, the expected return is, at least, as great as the 
expected costs.

James M Buchanan has emphasised a distinction in 
those costs that can be objectively measured and those 
costs that impact upon choice.56  Choice-influencing cost 
is subjective, and is described as being ‘that which the 
decision-maker sacrifices or gives up when he makes a 
choice.’57  Objective cost, however, is different and does 
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not imply choice.  Cost in this context relates to ‘the mar-
ket value of the alternative product that might be pro-
duced … cost is measured directly by prospective money 
outlays.’58  Objective cost is the ex post cost of undertak-
ing a particular activity, not the ex ante cost.  This tells us 
the cost of achieving a particular outcome once a choice 
has already been made, but nothing of the choice itself.  
This is an important distinction.  The objective cost, the 
cost that can be subsidised, is only a portion of the sub-
jective cost that an innovator might consider.  Yet, econo-
mists treat it as the total cost.  As Buchanan indicates, 
‘That which happens after choice is made is what econo-
mists seem to be talking about when they draw their cost 
curves on the blackboards and what accountants seem to 
be concerning themselves with.’59  In other words, econo-
mists have little to say about the costs that can influence 
decisions; economists have much to say about costs after 
the decision-making process.

The standard economic analysis of underinvestment 
in R&D amounts to an exercise in ‘blackboard econom-
ics’.  Ronald Coase has expressed this notion well in two 
quotes.  ‘The majority of economists … paint a picture 
of an ideal economic system, and then, comparing it with 
what they observe (or think they observe), they prescribe 
what is necessary to reach this ideal state without much 
consideration for how this could be done.  The analysis is 
carried out with great ingenuity but it floats in the air.’60   
‘This is, of course, blackboard economics, in which with 
full knowledge of the curves (which no participant in 
the actual economic process possesses), we move factors 
around (on the blackboard) so as to produce an optimal 
situation.  This may well be a good way of teaching the 
tools of economic analysis but it gives students a very 
poor idea of what is normally involved in deciding on 
economic policy.’61 

Conclusion
The government spends a substantial amount of money 
on public research.  The economic theory that provides 
the intellectual basis for public funding is flawed.  In 
principle it implies that no private sector R&D would 
ever occur.  One is reminded of the old economic saw, 
‘That’s all very well in practice, but could never happen 
in theory.’  In practice, the benefits to successful R&D 
are very high, and there is no reason to believe that the 
private sector would not undertake the necessary effort to 
secure those benefits.  

Each of the stepping-stones in the case for publicly 
funded science is flawed.  R&D is not a public good.  
The cost of public funds is not lower than the cost of 
private funds.  The returns to public science are low, and 
not high as is commonly argued.  Governments have a 
poor track record of picking ‘winners’.  Publicly funded 
R&D has a negative impact on economic growth, not a 
positive impact.  Economists are unable to explain how 
spillovers occur, or how valuable these spillovers are.  The 
whole argument simply ‘floats in the air’.

The whole notion that public R&D is necessary is 
based on myth.  Daniel Sarewitz has discussed a series 
of myths that surround public R&D.62  The notion that 
throwing an infinite amount of money at public research 
will somehow, at some time, automatically lead to some 
benefit is a wonderful—yet false—myth.  It underpins 
much of the hysterical commentary coming out of uni-
versities and other beneficiaries of public largesse.  The 
government spends a substantial amount on public sci-
ence and innovation.  It is not clear that any substantial 
benefit is derived from that expenditure.
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Technical Appendix
The diagram below shows the usual economic analysis 
that underpins the argument for public subsidy of sci-
ence.

The ‘Private Benefit’ curve shows the private ben-
efits of undertaking R&D investment while the ‘Cost’ 
curve shows the (private) costs of undertaking R&D in-
vestment.  Due to the existence of spillovers, the ‘Social 
Benefit’ of R&D is greater than the private benefit.  The 
innovator would set their private benefit equal to their 
private costs and invest I

P
 in R&D.  If the innovator took 

social benefits into account, however, they would set so-
cial benefits equal to cost and invest I

S
 in R&D.  The 

difference (I
S
 – I

P
) constitutes underinvestment in R&D 

and provides a basis for public intervention.  Charles 
Jones and John Williams calibrate a theoretical growth 
model and estimate underinvestment to be two to four 
times current R&D investment.63  This latter figure im-
plies US gross domestic expenditure on R&D should in-
crease from (about) $291 billion to $1.167 trillion.64

There are, however, some difficulties that the stan-

dard analysis glosses over.  There are costs associated with 
public intervention.  The total (social) costs are shown 
in the diagram as the ‘Social Cost’ curve.  If we were to 
set the social costs equal to the social benefits, then an 
amount I* should be invested in R&D.  It is not clear, 
however, that I* falls to the right of I

P
.  The figure is 

drawn showing that it does, but the social costs of inter-
vening in the market may be far higher than expected, 
and the equilibrium point may be to the left of the pri-
vate equilibrium.  There is a further complication.  If 
social benefits of R&D spill out of the firm into society, 
the costs of intervention may spill into the firm.  For ex-
ample, public science may increase the wages of scientists 
but not necessarily increase either the quantity or qual-
ity of scientists.65  If the innovator set his private benefit 
of R&D equal to the social costs then the equilibrium 
R&D level (I

C
) will always be to the left of the private 

equilibrium (I
P
).  To what extent does public subsidy to 

R&D ‘crowd out’ private R&D? 
There are two strands to the literature addressing this 

question.  Three studies (including two literature reviews) 
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published in 2000 shed some light on the issue from a mi-
cro-economic perspective.  In short, it is unclear whether 
public support for R&D crowds out private R&D.  Paul 
David and Bronwyn Hall find that the supply of trained 
scientists is very important in determining this question.  
If public intervention simply increases the wages of sci-
entists and engineers then crowding out can occur.67  In 
a review of econometric evidence, Paul David, Bronwyn 
Hall and Andrew Toole conclude, ‘the overall findings 
are ambivalent’.68  Finally, Bronwyn Hall and John van 
Reenen argue that $1 of tax subsidy generates $1 of ad-
ditional R&D.69  This implies no crowding out.  It is 
premature, however, to draw that conclusion.  Hall and 
van Reenen include the administrative costs of raising tax 
revenue, but do not take account of the deadweight cost of 
taxation.  The social costs of government providing $1 of 
R&D tax subsidy are far higher than Hall and van Re-
enen estimate.  In other words, their result is consistent 
with equilibrium being at I

C
.

The second literature that provides insight into 
‘crowding out’ is endogenous growth theory.  Technol-
ogy and technical progress plays an important role in 
driving economic growth in these models.  An important 
assumption that requires examination is the notion that 
all R&D drives economic growth.  This is a generally 
accepted approximation.  As part of their 2003 analysis, 
the OECD disaggregate R&D into a private and public 
component.70  As expected there is a positive and sta-
tistically significant relationship between overall R&D 
and economic growth, and also between private R&D 
and economic growth.  There is a statistically significant 
negative relationship between public R&D and econom-
ic growth.71  The OECD report concedes, ‘at face value 
[the results] suggest publicly-performed R&D crowds out 
resources that could be alternatively used by the private sec-
tor, including private R&D.  There is some evidence of 
this effect in studies that have looked in detail at the role 
of different forms of R&D and the interaction between 
them.’72 

Clearly, those studies that show a positive relation-
ship between all R&D, and private R&D, and economic 
growth are incomplete.  In order to justify public expen-
diture on R&D, a positive relationship between public 
R&D and economic growth must be found.

In describing the benefits to R&D, both private 
and public, we encounter Hayek’s information problem, 
‘how to secure the best use of resources known to any of 
the members of society, for ends whose relative impor-
tance only these individuals know.’73  The information 
problem implies that only the innovator can know what 
the private benefits of R&D might be.  It is possible to 

establish the social benefits of R&D after the fact, but 
this type of analysis relies on look-back bias and data 
snooping.  The extent of future use of current knowledge 
can only be known when future entrepreneurs apply that 
knowledge.  In other words, the social benefit curve can 
only be determined after the fact.

James Buchanan has emphasised a distinction in 
those costs that can be objectively measured, and those 
costs that impact upon choice.74  Choice-influencing 
cost is subjective, and is described as being ‘that which 
the decision-maker sacrifices or gives up when he makes 
a choice.’75  Objective cost, however, is different and 
does not imply choice.  Cost in this context relates to 
‘the market value of the alternative product that might 
be produced … cost is measured directly by prospective 
money outlays.’76  Objective cost is the ex post cost of 
undertaking a particular activity, not the ex ante cost.  
This tells us the cost of achieving a particular outcome 
once a choice has already been made, but nothing of 
the choice itself.  This is an important distinction.  The 
objective cost, the cost that can be subsidised, is only a 
portion of the subjective cost that an innovator might 
consider.  Yet, economists treat it as the total cost.  As 
Buchanan indicates, ‘That which happens after choice is 
made is what economists seem to be talking about when 
they draw their cost curves on the blackboards and what 
accountants seem to be concerning themselves with.’77  
In other words, the ‘Cost’ curve is an objective ex post 
type cost.

The argument has emphasised that the standard 
analysis has conceptual difficulties.  There are also 
a number of industrial organisation issues that the 
literature never addresses.  For example, are the firms 
under discussion operating under conditions of perfect 
competition, or do they have some degree of market 
power?  If firms do have market power then there may 
be an over-investment in R&D.78  In any event, what 
type of investment are we talking about?  Many R&D 
projects end in commercial failure.  Should we include or 
exclude investments that fail?  The implicit assumption 
that many economists seem to make is that all R&D 
activity is valuable even if it is not profitable.

Economists also have great difficulty in explaining 
how these spillovers or positive externalities actually 
occur.  Zvi Griliches provides a specific definition of 
R&D spillover as the following: ‘ideas borrowed by 
research teams of industry i from the research results 
of industry j.’79  What does it mean to ‘borrow’ an 
idea?  Broadly speaking, it seems that there exists six 
possibilities of how an asset can be acquired: by purchase, 
purchase at less than factor cost, theft, gift, acquisition 
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following loss, or acquisition following abandonment.  
None of these constitute an externality.  Ideas can be 
copied, that appears to be the Griliches view.  If they are 
copied with permission, no externality occurs.  If they 
are copied without permission a theft has occurred.  This 
is a property right problem, not an externality problem.  
It seems that R&D spillovers, following the Griliches 
definition, can either be the result of some loss or 
abandonment.  To the extent that externalities are due to a 
loss, the question arises why the owners of the innovation 
do not recover their property?  Richard Nelson argues, 
‘External economies result from [the fact] that research 
results often are of little value to the firm that sponsors 
the research, though of great value to another firm …’.80   
Spillovers occur because ideas are abandoned—hardly a 
basis for government intervention.
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This fiscal year, the Common-
wealth plans to spend $5.9 bil-
lion on public science and in-

novation. That makes up 2.78 per cent 
of Commonwealth expenditure. Over 
the past ten years, the Commonwealth 
has spent almost $48 billion on science 
and innovation. This is a huge sum of 
money, yet government is not clear on 
what return the taxpayer has earned 
on this investment. Rhetoric and emo-
tional support for publicly funded 
science is running high—particularly 
when innovation is increasingly being 
seen as a primary engine of economic 
growth—yet few people undertake a 
hard-headed analysis of its justifica-
tions.

The case for public science rests 
upon five key myths, and policy-mak-
ers look to these myths when they ad-
vocate public science funding. At $5.9 
billion this tax-year, these myths are 

expensive and call for critical examina-
tion.

Five Myths of Public 
Science
In his 1996 book, Frontiers of illusion: 
Science, technology, and the politics of 
progress, Daniel Sarewitz sets out five 
myths that surround public science. 
The myth of infinite benefit: the no-
tion that more funding will automati-
cally lead to more public good. The 
myth of unfettered research: any pub-
licly funded research is as likely to lead 
to some public benefit as any other. 
The myth of accountability: publicly 
funded science need only be account-
able to itself in order to provide quality. 
The myth of authoritativeness: scien-
tific process is an objective means for 
resolving political issues. The myth of 
the endless frontier: new knowledge is 
valuable in itself and should be pursued 
whatever its moral or political conse-
quences might be.

Each of these five myths is alive 
and well in Australia. These myths 
stifle the public debate that surrounds 

any scrutiny of the money that govern-
ment spends on public science. (To be 
fair to Sarewitz, I have interpreted his 
myths in a manner he may not neces-
sarily approve of.)

The Myth of Infinite Return: 
There is a notion that money spent on 
science and innovation automatically, 
at some point, translates into economic 
growth. This is the basis for calls to in-
crease public expenditure on science 
and innovation. In the long run, we are 
told, basic (pure) research will always 
have some practical value. The Allen 
Consulting Group, in its 2003 report 
into the returns from public science, 
wrote that: 

investigator initiated research … 
may not be orientated towards gen-
erating outcomes … [but] it must 
be noted that it is the quality of 
research, rather than its explicit ori-
entation, that is the key predictor of 
eventual value (emphasis added). 

The myths of public science
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Gordon Tullock, writing as long ago as 
1966, has demolished this notion. Ar-
guments such as this are based on look-
back bias. It is easy, in hindsight, to 
identify some pure research that has had 
an enormous impact. What we cannot 
be certain of is how much pure research 
has had an impact. In any event, it is 
far from clear that Australian industry 
relies on ‘high-quality’ research from 
Australian universities. Indeed, the 
Australian Bureau of Statistics’ Innova-
tion in Australian Business report shows 
that employing a new graduate is the 
single largest technique that innovating 
firms use when acquiring knowledge 
from an Australian university. 

The Myth of Unfettered Research: 
This myth argues that not only will 
basic research have some long-term 
value, but any curiosity-driven research 
is likely to have some long-term value. 
As far as myths go, this one is very se-
ductive. It correctly recognises that 
picking winners is difficult. Therefore, 
rather than attempting to pick win-
ners, all basic research should be sup-
ported. Further, researchers engaged 
in basic research should not have to 
account for themselves, or their work. 
At the extreme, this myth suggests that 
research is value-free. At some point, 
basic knowledge will be valuable, there-
fore scientists should be free from any 
constraint to add to the stock of basic 
knowledge.

This myth has been the focus of 
public debate in the past few years. 
Former Education Minister Brendan 
Nelson vetoed a number of ARC grants 
in 2004, and again in 2005. Writing 
in The Australian, Professor Elspeth 
Probyn indicated that ‘the subject of 
ministerial meddling has been on every-
one’s lips’ (emphasis added). Mind, the 
Minister did not prevent the research 
from occurring, he simply refused 
public funding. Professor Probyn also 
wrote, ‘If it weren’t so serious, it would 
be truly farcical.’ Sex- and gender–ob-
sessed researchers not being funded 
by the Federal government is hardly 
serious. Ultimately, this myth implic-

itly rejects any notion of cost–benefit 
analysis in public funding; the more 
public research the better, irrespective 
of the cost or relevance of that research. 
Clearly, few beyond the scientific com-
munity would subscribe to this type of 
open-chequebook financing.

The Myth of Accountability: 
To whom is public science account-
able? To politicians and taxpayers this 
question might be trivial. The funding 
basis of public science is public benefit. 
It is not unreasonable that taxpayers, 
or their elected representatives, enquire 
into the exact nature of that ‘public 
benefit’. Yet it is here that we see sub-
stantial conflict. According to the ac-
countability myth, all researchers need 
do is deliver research that is ‘scientifi-
cally sound’. In other words, scientific 
excellence is social accountability. This 
world-view implies a phenomenal lack 
of external accountability.

Science, we are told, is a self-regu-
lating, self-correcting process. To some 
extent, internal accountability may 
well substitute for external account-
ability. The question, then, is whether 
peer review, open debate, and repro-
ducibility of experimental results pro-
vide internal accountability. Woo Suk 
Hwang—a Korean scientist—pub-
lished peer-reviewed papers claiming 
to have cloned human embryonic stem 

cells. He has recently been exposed as a 
scientific fraud. Jan Hendrik Schön—a 
German physicist—had published over 
90 peer-reviewed papers, and had won 
two prestigious prizes, before being 
discovered as a fraud. These are not 
isolated cases; the peer-review process 
is, at best, an imperfect mechanism. 
Scientific commitment to open debate 
is questionable. Anyone who recalls the 
treatment that Bjørn Lomborg has re-
ceived cannot possibly conclude that 
a commitment to open debate exists 
in the scientific community. The in-
ternal quality-control mechanisms are 
not enough to ensure accountability 
on quality, let alone the type of exter-
nal accountability being demanded by 
politicians.

Privately funded science, whether 
for commercial gain or purely for a 
non-commercial search for knowledge, 
need only be accountable to its finan-
cial backer. However, when the govern-
ment funds any activity, the taxpayer is 
entitled to demand transparency.

The Myth of Authoritativeness: 
Science produces facts. Facts are either 
true, or they are false. Consequently to 
argue that the scientific evidence sup-
ports X, but not Y, is an authoritative 
statement. Many scientific facts are un-
controversial: the Earth is approximate-
ly round. Other scientific facts are in 
dispute. These disputes arise especially 
when political controversy—that is, 
whether any taxpayer-funded activity 
or restriction on activity is justified—is 
involved. But, contrary to the myth, 
science cannot resolve political contro-
versy. The notion that politicians can 
simply make decision by recourse to 
‘the facts’ is nonsense.

Political disputes revolve around 
the consequences of differing actions. 
What action should be taken? Is it best 
to act now, or later, or not at all? Many 
prediction techniques are complex, dif-
ficult, and may require scientific train-
ing, yet predicting the future is not 
science. Science produces hypotheses 
that are tested in reproducible experi-
ments. In other words, science itself 
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science to inform 
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cannot provide the information politi-
cians most need for decision-making. 
Scientists can speculate, and when the 
political stakes are high, the return to 
speculation increases. Consequently, 
the amount of speculation increases 
and the certainty surrounding scien-
tific ‘facts’ declines. Further, as more 
and more scientific work is conducted, 
so greater understanding leads to more 
nuanced argument and (genuine) sci-
entific disagreement. It is unsurprising 
that science provides few clear policy 
options for politicians.

These arguments, of course, ignore 
the self-interest that scientists them-
selves may display. As Sarewitz ob-
serves, ‘Authoritative scientific advice 
is least likely to be available when it is 
most needed’.

The Myth of the Endless Frontier: 
To some extent, this myth is an exten-
sion of the unfettered myth. If science 
is free to pursue any area of inquiry, 
what can we say about the moral con-
sequences of that inquiry? The frontier 
myth holds that new knowledge has no 
moral consequence—the application of 
that knowledge may have moral con-
sequence, but the discovery itself has 
none. There is substantial evidence to 
suggest that the wider community does 
not subscribe to this myth.

To take a topical example, strictly 
speaking, stem-cell research is not basic 
science. This type of research, however, 
illustrates the issues very clearly. To 
what extent should researchers pursue 
their research even when extremely val-
uable contributions can be made? Over 
2002–2003 this very question was ad-
dressed in numerous op-ed pieces, and 
in the Federal parliament. It was an ugly 
debate with phrases such as ‘irrational 
hypocrites’ being bandied about. 

There was strong opposition to as-
pects of the research, and it is clear that 
many in the general community do not 
subscribe to the notion that research-
ers should pursue any and every avenue 
of research. Scientists and commenta-
tors should not be surprised when the 
public—or its representatives—de-

mand that publicly funded science be 
governed like all other publicly funded 
activities.

Science and Public Policy
The government is a large consumer of 
research, as public policy often relies 
on scientific information and input. 
But we must draw a careful line here. 
To rely on science to inform public 
policy is not equivalent to the science 
being the public policy. Scientists do 
not, and should not, make policy deci-
sions. Elected politicians make policy 
decisions and are required to defend 
those decisions at the ballot box.

Confusion over this point has led 
to allegations of ‘science wars’. The 
Republican War on Science is the pro-
vocative title of a recent book by Chris 
Mooney. Writing in the Australian Fi-
nancial Review, John Quiggin suggests 
that some aspects of this war have been 
imported into Australia. The Age, for 
example, has run some stories indicat-
ing political interference in CSIRO 
climate change studies.

Scientific knowledge and under-
standing evolve over time. Simply 
relying on the latest scientific study 
can lead to policy failure. Consider 
Australia’s salinity crisis—subject of 
an exposé on Channel Nine’s Sunday 
programme earlier this year. In 2000, 
the National Farmers’ Federation 
called for a $65 billion expenditure 
programme to fix the salinity prob-
lem. This exchange between Sunday 
and the Chief Executive of the Mur-
ray-Darling Basin Commission, Dr 

Wendy Craik, is revealing:
Wendy Craik: ‘We were bas-
ing our recommendation on the 
best available information at the 
time’.
Sunday: ‘But that information 
was wrong wasn’t it?’
Wendy Craik: ‘Subsequently I 
think we would say, we wouldn’t, 
I wouldn’t support that particu-
lar line’.
Sunday: ‘Imagine if those bil-
lions of dollars had been ex-
pended on what you now ac-
knowledge are incorrect models 
that were talking up the threat 
of salinity.’
Wendy Craik: ‘As a taxpayer I 
am just as happy as you that we 
didn’t actually do that.’

Despite there being no observable re-
lationship between public funding and 
public benefit from public science, 
government will continue funding. 
Even when the public science is hor-
ribly wrong, government will continue 
funding. The myths of public science 
form the basis of much commentary 
and are entrenched in the public mind. 
Even to attempt to hold public science 
accountable becomes a ‘war on sci-
ence’. The most contested myths are 
those of accountability and authorita-
tiveness. In a democracy it is inappro-
priate that unelected scientists should 
dictate policy choices. Robert Gourlay 
told Sunday, ‘There’s too much at stake 
in terms of the credibility of public sci-
ence to admit to a major error in this 
area of science’. With almost $6 bil-
lion at stake, the tax-paying public are 
entitled to more than just myths and 
rhetoric.

Simply relying 
on the latest 

scientific study 
can lead to 

policy failure. 
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